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A power limiting control strategy based on adaptive utility
function for fast demand response of buildings in smart grids

RUI TANG, SHENGWEI WANG∗, DIAN-CE GAO, and KUI SHAN

Department of Building Services Engineering, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong

Power imbalance in electrical grid operation has become a most critical issue that results in a series of problems to grids and end-users.
The end-users at demand side can actually take full advantage of their power reduction potentials to alleviate the power imbalance
of an electrical grid. Buildings, as the major energy end-users, could play an important role on power demand response in smart
grids. This article presents a fast power demand limiting control strategy in response to the sudden pricing changes or urgent requests
of grids within a very short time, i.e., minutes. The basic idea is to shut down some of active chillers during demand response
events for immediate power demand reduction. The article focuses on the solutions to address the operation problems caused by the
conventional control logics, particularly the disordered flow distribution in chilled water system. A water flow supervisor based on
an adaptive utility function is developed for updating the chilled water flow set-point of every individual zone online. The objective
is to maintain even indoor air temperature change among all zones during a demand response period. A case study is conducted in a
simulation platform to test and validate the novel control strategy. Test results show that the proposed control strategy can achieve
fast power reduction after receiving a demand response request. Simultaneously, the proposed control strategy can effectively solve
the problem of disordered water distribution and achieve the similar changing profiles of the thermal comfort among different zones
under the reduced cooling supply.

Introduction

The world is facing great challenges from the depletion of
fossil fuels, dramatic growth of energy demand, and global
climate change. The increasing use of renewable energies is a
logical response to those challenges. However, the integration
of large amounts of renewable generations, whose capacities
heavily depend on weather conditions (e.g., solar density, wind
speed), would cause significant stress on the balance of elec-
tricity grids (Hirst 2001; IEA 2014). Any significant imbalance
might cause grid instability or severe voltage fluctuations and
even grid failures. Large scale power outages have frequently
occurred in recent years worldwide, such as the Indian black-
out (2012), Brazil blackout (2009), Northeast blackout in the
United States (2003), and the Italy blackout (2003).

Smart grid technology provides a promising solution for
enhancing the balance of power grids by improving the abil-
ity of electricity producers and consumers to communicate
with each other and make decisions about how and when to
produce and consume electrical power (Yuan and Hu 2011).

Received January 25, 2016; accepted May 27, 2016
Rui Tang is a PhD Student. Shengwei Wang, PhD, CEng, Member
ASHRAE, is a Department Chair and Professor. Dian-Ce Gao,
PhD, is a Research Fellow. Kui Shan, PhD, is a Post-Doctoral
Fellow.
∗Corresponding author e-mail: beswwang@polyu.edu.hk
Color versions of one or more of the figures in the article can be
found online at www.tandfonline.com/uhvc.

The suppliers are expected to increase the price to discourage
power use at times of peak demand so as to reduce generation
costs or to avoid grid failures. Consumers would benefit from
cost savings if they voluntarily alter or reduce the level of in-
stantaneous demand, known as demand response (DR). As
one of the most important means in the electrical grid man-
agement, DR has become an essential action or control taken
by the end-users to change their load profiles under a specified
pricing policy or request of the grid, which are dynamic or
event-driven short-term modifications.

Buildings, as the primary energy end-users, could play an
important role on power DR in smart grids. Buildings con-
sume about 40% of the U.S. primary energy consumption,
73.6% of all electricity in the United States (DOE 2012) and
over 90% in Hong Kong (EMSD 2012). In fact, individual
buildings are capable of interacting with smart grids due to
the popular use of building automation systems and the ad-
vanced smart meters. At the same time, the interaction be-
tween buildings and the power grids could be very effective
due to elastic nature of building energy use (Wang et al. 2014).
The building demand management for DR aims at minimizing
the impact of peak demand charges and time-of-use rates on
the service quality of buildings. The HVAC system is an excel-
lent DR resource as the consumption of HVAC systems ac-
counts for the largest part in buildings (EMSD 2012) as well
as their elastic nature. Demand shifting and demand limiting
are the two major means for peak demand management.

Demand shifting in buildings is the process of shifting on-
peak load to off-peak hours so as to take advantage of elec-
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tricity rate difference in different periods. With the thermal
energy storage (TES) systems, thermal energy can be provided
and stored in the night and then released to the indoor en-
vironment during the day (Cui et al. 2014; Fukai et al. 2003;
Ousksou et al. 2010). Many efforts have been made to enhance
TES systems. Some of the available researches focused on im-
proving heat transfer efficiency (Demirbas 2006; Hamdan and
Al-Hinti 2004; Kenisarin and Mahkamov 2007; Sharma et al.
2009). While some other researches focused on phase change
material (PCM) for thermal storage (Bal et al. 2010; Bentz
and Turpin 2007; de Gracia et al. 2013; Ling and Poon 2013;
Oya et al. 2012; Tyagi et al. 2011).

Demand limiting is the practice of restricting the peak
power demand of a building in such a way that the total
power does not exceed the pre-defined peak demand during
periods of time where power is at a premium cost. Lee and
Braun (2008) proposed three simple approaches for estimating
building zone temperature set-point variations that minimize
peak demand during critical demand periods and evaluated
the peak load reduction potential associated with implemen-
tation of these methods. Sun et al. (2010) conducted case stud-
ies concerning on the peak demand reduction to compromise
energy cost and peak demand charge using indoor air tem-
perature set-point reset strategy. The indoor air temperature
set-point reset strategy allowed significant power reduction of
HVAC systems during the peak hours. Xu and Haves (2006)
conducted a preliminary case study to demonstrate the po-
tential of utilizing building thermal mass for peak demand
reduction in an office building in California. Two pre-cooling
and zone temperature reset strategies were tested. The results
showed that a simple demand-limiting strategy could reduce
the chiller power significantly.

In smart grids, users could be informed of pricing changes
or DR requests 1 day ahead, hours ahead, or even minutes
ahead depending on the prediction accuracy and the degree of
emergency. When pricing changes are informed hours ahead,
rescheduling the system operation, such as resetting the in-
door air temperature, is a preferable alternative to reducing
the power demand of air-conditioning systems. When adding
additional generation capacity is extremely expensive or at
times of supply shortage, sudden pricing changes or urgent
incentives are necessary alternatives to achieve the demand
reduction within a very short time, i.e., minutes. In such a
case, conventional building demand management strategies
would not be sufficient to fulfill the needs of the grid real time
operation.

In fact, shutting down some of the chillers can achieve
immediate demand reduction (Xue et al. 2015). However,
simply shutting down chillers at the cooling supply side of
an air-conditioning system will result in disorder of the en-
tire air-conditioning system control and uneven reductions of
cooling supply among the air-conditioned spaces. This is be-
cause almost all the conventional control strategies used today
for centralized air-conditioning systems are “demand-based”
feedback control strategies, which mean the cooling supply by
chillers is set to be enough to fully satisfy the requirements
of the terminal units (e.g., air-handling units [AHUs]). But
in the cases of supply limiting, all cooling demand side users
will compete for the limited cooling supply. The reductions

among users will not be even and the indoor environment
in some zones will be sacrificed to unacceptable levels much
more quickly. Therefore, new building demand management
and control strategies are essential to cope with sudden cool-
ing supply capacity limitations if commercial buildings are to
achieve fast power demand reduction in response to short-
term pricing changes or urgent requests from smart grids for
demand reduction.

This article, therefore, proposes a fast DR and power lim-
iting control strategy by limiting cooling supply allowing the
commercial buildings to actively and effectively respond to
short-term pricing changes/urgent requests from smart grids.
Models are developed for online control aiming to avoid the se-
rious problem of the uneven thermal comfort sacrifice among
different zones, which will happen usually when using the con-
trol strategies commonly used today.

A new power limiting control strategy based on an adap-
tive utility function is developed to reset the chilled water flow
set-points of individual zones online, which are reduced pro-
portionally to the cooling demands. The method could main-
tain even indoor air temperature changes among all zones and
avoid the increase of pump power during a DR period.

Commonly used control strategies and associated
problems in demand limiting control

Almost all the automatic control strategies used for air-
conditioning systems in buildings today are demand-based
feedback control strategies. To illustrate the philosophy of the
control response of the changes of cooling loads of different
zones in a building, a typical control strategy commonly used
today is selected here. Figure 1 shows the schematic of the con-
trol strategy for a primary constant-secondary variable chilled
water system. The water valve opening of individual AHU is
modulated to maintain the supply air temperature at the preset
set-point. For the speed control of the secondary chilled water
pumps, their speed will be adjusted to ensure the measured
pressure drop of the main supply side (or the remote critical
loop) at its set-point. The chiller sequence/capacity will be
properly controlled to meet the cooling load required.

However, during DR period, serious operation problems
would occur if simply shutting down some of the chillers
(without any other measures) under this control strategy. In
this case, the cooling capacity provided by operating chillers
is limited and could not fully meet the requirement of the
AHUs at the cooling demand side. All demand side users will
compete for the limited cooling supply. The chilled water dis-
tributed among users will not be even (or not proportional
to their needs), which could result in the fact that the indoor
environments in some zones will be sacrificed to unaccept-
able level much more quickly than other zones. In addition,
some other extremely serious operation problems would also
be caused. For instance, secondary chilled water pumps would
be over-speeded due to the need to maintain the preset differ-
ential pressure in the condition of fully opened valves, which
would lead to significantly increased pump power.

A case study was conducted on a simulated chilled water
platform by TRNSYS to illustrate the operation problems
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812 Science and Technology for the Built Environment

Fig. 1. Outline of a typical chilled water system control strategy used today.

when using the above control strategy during DR event. The
chilled water system for a commercial building consists of
six chillers, two secondary water pumps, and six groups of
AHUs, having the same configuration as shown in Figure 1.
Six identical zones with the same cooling load profile served
by the six identical AHUs from each group were selected. In
a typical working day, the DR event was set between 3:00 pm
and 5:00 pm, during which two of the four active chillers were
shut down.

Figure 2 shows the chilled water flow rates and indoor air
temperatures of the six zones. It can be found that, before and

Fig. 2. Water distribution and indoor air temperature profiles of
a DR test using conventional control strategy.

after a DR event, the chilled water flow rates and the indoor
air temperatures of all zones were almost the same. However,
during the DR event, the chilled water distribution was ex-
tremely unbalanced. The total chilled water distributed to all
zones increased significantly due to the fact that the valves
of AHUs were fully open to compete for the limited cooling
supply after some of the operating chillers were shut down
during the DR event, as illustrated in Figure 3. The nearest
zone (Zone 6) obtained the highest water flow, while the most
remote zone (Zone 1) obtained the least water flow. This is
because the valves of all AHUs were fully opened to com-
pete for more water flow due to the fact that their supply air
temperatures could not be maintained at the set-points when
the cooling supply by chillers was reduced. Consequently, the
indoor air temperature rises of individual zones would be un-
even (indoor air temperature set-points of all zones are 24◦C),
as shown in Figure 2b. The indoor air temperature of the zone
with least flow would reach 26◦C and the largest temperature
difference among zones was about 1.5◦C.

Fig. 3. Water flow rate in bypass line and secondary pump power
of a DR test using conventional control strategy.
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Another problem concerning the pump operation is shown
in Figure 3. In normal conditions, the water flow rate in bypass
line was positive, which means that the flow rate of the primary
loop was more than that of the secondary loop. However, se-
rious negative water flow, namely deficit flow, was observed
during a DR event. During a DR event, the flow rate of the
secondary loop was more than that of the primary loop. The
occurrence of deficit flow means excessive water flow was circu-
lated by the secondary pumps. Consequently, both secondary
pumps were running at their full speed (i.e., 50 HZ) during
DR event. Extra pump power was consumed, which in fact
reduced the effect of power reduction of DR control.

Concept of utility value and development of adaptive utility
function

“Utility” is an important concept in economics and gamethe-
ory, which represents satisfaction experienced by the good.
Utility function expresses utility as a function of the amounts
of the various goods consumed, which establishes the rela-
tionship between goods consumed and people’s satisfaction
(Varian 1992). This concept has been used in many other ar-
eas, besides economics. For example, utility function has been
widely used in wireless resource management, such as band-
width allocation (Kalyanasundaram et al. 2002; Kuo and Liao
2007).

The problem concerned in this study is very similar to the
utility concept in economics. An adaptive utility function is
proposed to solve the problem concerning water flow distri-
bution. The chilled water is the allocation resource, while the
indoor thermal comfort in terms of the indoor air temperature
is chosen as the utility value after normalization.

Definition of utility value
In this study, the case studies of DR control are conducted
in cooling conditions. The utility value (Ui ) of ith zone can
be defined as Equation 1, which represents the degree of the
satisfaction on the indoor thermal comfort.

Ui = 1 − |Ti − Tset,i |
Tband

Ui ∈ [0, 1] (1)

where Ti is the measured indoor air temperature of ith zone.
Tset,i is the reference set-point (e.g., 24◦C in this study) of
indoor air temperature which is originally predefined during
normal period. Tband is the maximum deviation between Ti
and Tset,i , which is chosen as 10◦C in this study. This value is
selected to be large enough, for example, clearly larger than
the value needed to cover all the possible temperature range
that might be considered practically in DR events, including
extreme cases of very large temperature rise in DR events.
According to Equation 1, a higher indoor air temperature
means a lower utility value (i.e., less satisfaction). When Ti
equals toTset,i , the utility value is 1, which means the best sat-
isfaction. When the measured indoor air temperature is 10◦C
higher than the reference set-point, the utility value becomes
zero (i.e., the least satisfaction).

Adaptive utility function correlating indoor air temperature
and water flow rate
The utility value (Ui ) in Equation 1 is defined as an index which
represents the indoor air temperature in this study. The utility
value is assumed as a function of the chilled water flow rate. In
fact, the indoor air temperature is also affected by a few other
factors, such as the supply air temperature and cooling load.
However, during a very short time interval, those factors can
be considered unchanged and the correlation function (i.e.,
utility function) of fixed parameters between the indoor air
temperature and chilled water flow rate is valid. To allow the
use of the utility function over the entire working range during
a DR event, one of the two parameters of the utility function
is updated online and the adaptive utility function is employed
as explained later.

In this article, a quadratic function is chosen as the form
of the utility function, correlating the chilled water flow rate
(Mw,i ) supplied to each individual zone, as shown in Equation
2. The selection of the utility function form and the procedure
of parameter identification are shown in next session. It can
be found that the utility value will reach 1 if Mw,i is equal
to MU=1,i , which means that the indoor air temperature is
maintained at its set-point. If Mw,i is less thanMU=1,i , the
utility value will be less than 1, which means that the indoor
air temperature is higher than its set-point.

Ui = −ai (Mw,i − MU=1,i )2 + 1,Mw,i < MU=1,i (2)

where Mw,i is the water flow rate supplied to ith zone. MU=1,i
is a fictitious reference value of the water flow rate which is
required to maintain the indoor air temperature at its original
set-point before DR event but under current cooling load
condition. ai is a parameter representing the thermodynamic
characteristics of the zone. Generally, the parameter, a, of a
zone with higher cooling load, that requires more chilled water
flow, would be relative small and it would be less sensitive to
the unit change of the chilled water flow.

Formulation of the adaptive utility function
In order to select a proper formula correlating the indoor air
temperature (i.e., utility value) and the chilled water flow rate
of each zone, case studies were carried out under the simu-
lation platform developed on TRNSYS. The studied chilled
water system consists of six AHUs, each serving one zone. At
a constant supply water temperature (i.e., 7◦C), the change of
the indoor air temperature was obtained when the supply wa-
ter flow rate was changed. During the test, the air flow rate of
each AHU was set to be constant and the cooling load of each
zone was constant. All six zones were studied and only one
zone was selected here for illustration. Figure 4a shows the
relationship between indoor air temperature and the chilled
water flow rate. Figure 4b illustrates the relationship between
the water flow rate and the utility value calculated based on
the measured indoor air temperature. It can be observed that
there is roughly a quadric relation between the utility value
and the supply chilled water flow rate of each zone.

In the utility function (Equation 2), parameter MU = 1,i
is the required water flow rate to maintain the indoor air
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Fig. 4. Utility value versus chilled water flow rate.

temperate of each zone at its set-point, which actually varies
according to the cooling load conditions. If the current indoor
air temperature is maintained at its set-point, MU = 1,i is equal
to the current water flow rate. During DR event when the
actual indoor air temperature of a zone is higher than its set-
point, MU = 1,i is then the expected or fictitious value and it is
larger than the current water flow rate. The adaptive method
is used for updating MU = 1,i online following the change of
load condition in this study.

It is worth of noticing that parameter ai is also a vari-
able depending on the cooling load conditions for certain
zone. However, even ai varies in a range, it has no significant
impact on the calculation of the supply water flow rate set-
point during DR event, thanks to the way of using the adap-
tive utility function and the updating of the other parameter,
MU = 1,i. Therefore, constant values but different for different
zones are predefined in this study. The process of identifying
the parameter a is introduced in the section “test platform.”

Online parameter updating of the adaptive utility function and
water flow set-point prediction
The parameter,MU=1,i , in the utility function as shown in
Equation 2, is assumed to be a constant within a small range
of working condition and a short time interval, but it is re-
garded as a slowly varying coefficient, allowing the function
to be an adaptive utility function. The value of this parame-
ter at current time step k is determined by the current water
flow rate and utility value as shown in Equation 3. A filter
is adopted to fulfill the need of practical in situ applications
of the control strategy, while the measurements always have
obvious noise and fluctuation. Before the measurements are
used by the strategy, the simple data filter using a forgetting
factor is applied to the updated MU=1,i as shown in Equation
4. Where, λ is the forgetting factor selected to be 0.95 in this

study.

Mk
U=1,i = Mk

w,i +
√

1 − Uk
i

ai
(3)

Mk
U=1,i = λMk−1

U=1,i + (1 − λ)Mk
U=1,i (4)

Having the updated Mk
U=1,i , the utility function can be used

to estimate the water flow rate needed to achieve any tar-
get utility value for a zone after rewriting, as shown in
Equation 5.

Mk
sp,i = Mk

U=1,i −
√

1 − Ūk
sp

ai
(5)

where Ūk
sp is the target utility value of all zones at current

time step, which is the expected utility value of all zones if the
temperatures (utility values) of all zones are controlled to be
the same and the available cooling capacity is fully used.

Proposed fast DR and power limiting control strategy

Overall structure of the control strategy
In this study, a fast DR and power limiting control strategy
is developed by intentionally shutting down some of active
chillers during the DR event while providing the solutions to
the inherent operation problems of commonly used control
strategies. It is noted that this article focuses on developing a
chilled water flow distribution scheme to address the improper
chilled water distribution among each zone under insufficient
cooling supply during DR event. The problem concerning
how to determine the number of chillers to be shut down is
not discussed in this article.

As shown in Figure 5, the chilled water flow distribution
scheme employs a supervisor (namely water flow distributor)
to continuously adjust the set-points of chilled water flow rates
of individual zones. At each time step, the set-points are reset
aiming at maintaining the same indoor air temperature rise
(i.e., the same utility value) among different zones, as illus-
trated by Equation 6. At the same time, the constraint given
by Equation 7 should be satisfied in order to prevent the water
flow rate of the secondary loop exceeding that of the primary
loop. For each group of AHUs, a feedback (PID) control is
employed. With the given set-point from the water flow super-
visor, the PID controller controls the water flow rate of the
AHU at the set-point by modulating the flow control valve.
The major work of this study is to develop the water flow
distributor, which is described in detail as follows.

n∑
i=1

(Ui − Ūi )2 = 0 (6)

|
n∑

i=1

Msp,i − Mw,tot| < ε (7)
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Fig. 5. Proposed chilled water flow control strategy.

where Ui is the utility value of ith zone at a time step. Ūi is the
average utility of all zones. n is the total number of zones. Msp,i

is the chilled water flow set-point of ith zone at current time
step. Mw,tot is the total available chilled water flow in primary
loop. ε is a preset threshold.

Water flow distributor based on adaptive utility function
In this study, the major problem involved in the water flow dis-
tributor is how to properly distribute the chilled water among
different zones so as to have similar satisfactions/sacrifices of
thermal comfort in all zones when the cooling supply from the
chiller plant is limited.

Figure 6 shows the flow chart for online water flow rate
set-point reset scheme in the water flow distributor. First, the

Fig. 6. Flow chart for online water flow set-point reset scheme.

current state variables of each zone, such as the indoor air
temperature (Tk

i ) and the water flow rate provided (Mk
w,i ), are

collected. Then, the utility value (Uk
i ) of each zone is calcu-

lated based on the definition (Equation 1). After that, the
parameter (Mk

U=1,i ) of utility function for each zone is up-
dated online using the current utility value and actual water
flow rate (Equation 3), followed by a filter for each zone. The
average value (Ūk) of the actual utility values (Uk

i ) of all zones
is used as the initial target value for all zones and the water
flow rate set-point (Mk

sp,i ) of each zone is determined using the
updated utility function (Equation 5), which correlating the
utility value and water flow rate. Finally, a flow limit check
and fine-tune scheme is employed to check whether the sum
of the target water flow rate set-points (

∑
Mk

sp,i ) is equal to

the actual total water flow rate of the primary loop (Mk
w,tot).

This ensures the even temperature rise in all zones, and at the
same time, avoids the deficit flow also and fully uses the limited
cooling supply. If the

∑
Mk

sp,i is no equal to Mk
w,tot, the target

utility value (Ūk
sp) will be fine-tuned with a predefined incre-

mental (δu). The updated target utility value is then used to
calculate of the water flow set-points again until the difference
between the total flow set-point and the actual total flow rate
is within a preset threshold. The final water flow rate set-point
(Mk

sp,i ) of each zone is then set as the set-point for the flow
control of the AHU.

Test platform

Setup of test platform
Computer-based dynamic simulation is adopted, as an effec-
tive mean, to test and validate the online control strategies
(Wang 1998). In this study, a virtual test platform is built
to test the proposed fast DR and power limiting control
strategy using dynamic models developed on TRNSYS. This
test platform employs detailed physical models including the
building envelop and major components (e.g., chillers, pumps,
hydraulic network, AHUs) of a central air-conditioning sys-
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Fig. 7. Weather condition of the test day.

Fig. 8. The method of identifying parameter a.

tem. The dynamic processes of heat transfer, hydraulic char-
acteristics, flow balance, energy conservation, and controls
among the whole system are simulated. The weather data
adopted is a typical summer day in Hong Kong, as shown in
Figure 7. The original indoor air temperature set-point before
DR event is 24◦C. The office time of the building is between
08:00 am and 6:00 pm. The DR period is between 3:00 pm and
5:00 pm.

The simulated central chiller plant is a typical primary
constant-secondary variable chilled water system. It consists
of six identical chillers with rated capacity of 4080 kW. Each
chiller is associated with a primary chilled water pump of con-
stant speed (172.5 L/s) and a condenser cooling water pump
of constant speed (205 L/s). Six air-conditioned zones in a
commercial building have different sizes and different cooling
load profiles. The areas of the six zones are 1600, 1600, 1600,
2400, 1200, and 1600 m2 respectively. The ceiling height of
each zone is 3.5 m. The window-to-wall ratio is 0.5.

In the test, there are four operating chillers before the start
of DR event, and two of the operating chillers are shut down
and two chillers remain to operate.

Identification of parameter a
In Equation 2, parameter a for each zone should be identified
before application. a is a varying coefficient representing the
thermodynamic behavior of each zone. Theoretically, a varies
according to the changes of cooling load conditions. Simu-
lation studies are carried out to study the range of a under
different cooling load conditions for each zone. Twenty test
cases of a 1-hour DR period are selected including the morn-
ing and afternoon sessions of five weekdays in two seasons (2
× 5 × 2). The cooling loads of zones during a test case can be
assumed to be roughly constant.

Figure 8 shows the method of identifying parameter a. For
the thermal zone, a period of 1 hour with relatively small
fluctuation in the cooling load is selected for the DR test.
During the test, the cooling supply from chillers is reduced.
The water flow rate before the DR event is regarded as MU = 1
during DR period assuming the cooling load remains constant
during this period. The indoor air temperature gradually in-
creases and reaches a new steady level, from A to B as shown in
Figure 8. The chilled water flow rate and the utility value (cor-
responding to the indoor air temperature at the new steady
level) are selected as the values of variables Mw and U and
the parameter a of the utility function is then determined by
Equation 8.

a = 1 − U
(Mw − MU=1)2

(8)

Table 1 shows the values of parameter a for Zone 1 in 20
tests over 10 days. The variation range of a for Zone 1 is
between 0.023 and 0.045 under different cooling load condi-
tions. The variation range of a for other zones are presented
in Table 2.

Based on the variation range of parameter a of each zone,
different values are selected to study the impact on the per-
formance of the proposed control strategy. Two case studies
are conducted as shown in Table 3. Parameter a of Zone 1 is
assigned with two different values (i.e., maximum and min-
imum). Parameters a of other zones are set to be their own
average values, respectively. One typical summer day in Hong
Kong is selected for the tests. The DR period is set to be 2 hours
from 3:00 pm to 5:00 pm in the tests. The proposed control
strategy is activated during DR event.

The results of the two case studies are shown in Figure 9.
It can be observed that, in both case 1 and case 2, the in-
door air temperatures of the six zones almost experienced
the same variation and always kept consistent during DR
event. This means that the control strategy is not sensitive
to the value of parameter a due to the use of adaptive utility

Table 1. The results of parameter a.

Summer case Mild-summer case

Mon. Tues. Wed. Thurs. Fri. Mon. Tues. Wed. Thurs. Fri.

Morning 0.033 0.040 0.031 0.043 0.042 0.044 0.044 0.038 0.036 0.039
Afternoon 0.035 0.034 0.023 0.036 0.038 0.042 0.045 0.038 0.037 0.040
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Table 2. The results of parameter a of six zones.

Scale Average

Zone1 [0.023,0.045] 0.036
Zone2 [0.032,0.046] 0.035
Zone3 [0.031,0.045] 0.034
Zone4 [0.018,0.026] 0.022
Zone5 [0.050,0.065] 0.057
Zone6 [0.034,0.046] 0.041

Table 3. The selected values of parameter a.

Parameter a

Zone 1 Other zones

Case 1 0.045 Average value
Case 2 0.023 Average value

function and the updating of parameter MU = 1. Therefore, in
this study, the average value of parameter a of each zone is
selected for the following performance evaluation tests of the
control strategy.

Results and discussions

The proposed control strategy was tested in the simulation
platform involving six zones. Figure 10 shows the indoor air
temperature profiles of the six zones using conventional con-
trol and proposed control strategies. In Figure 10a, the indoor
air temperature profiles of the six zones are obviously different
not only during DR event, but also right after DR event. This
is mainly because the cooling demand are very high and indi-
vidual zones compete for the chilled water again to push their
comfort levels to their set-points right after DR event. Us-
ing the proposed control strategy, it can be observed that the
temperature profiles of the six zones are almost the same
during DR event when the cooling supply from chillers
is limited and have a similar resume speed to their origi-
nal set-points after a DR event, as shown in Figure 10b.
Figure 11 presents the actual water flow rates distributed to in-
dividual zones using conventional control and proposed con-
trol strategies. During and right after DR event, stable and
proper chilled water distribution among zones was realized
to avoid the disordered water flow distribution (as shown in
Figure 11a) and maintain the same indoor air temperature
change profile of each zone, as shown in Figure 10b. Figure 12
shows the water flows in the bypass line using the conven-
tional control and the proposed control methods. The pro-
posed control strategies could eliminate the deficit flow and
keep the water flow rate in bypass line about zero during DR
period.

Figure 13 compares the power consumptions when using
the two control strategies, including the electricity use of the
primary/secondary chilled water pumps and the chillers. Dur-
ing a DR event, the proposed control strategy achieved a
power reduction about 1350 kW, accounting for 39% of the

Fig. 9. Indoor temperature profiles of two case studies using dif-
ferent values of a.

power before the start of a DR event. Compared with the
conventional control strategy, the power is further reduced by
about 380 kW (11.2%) using the proposed control strategy
mainly due to the power reduction of the secondary pumps.

Fig. 10. Indoor air temperature profiles of zones in DR tests using
conventional control strategy and proposed strategy.
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Fig. 11. Water flow profiles of zones in DR tests using conven-
tional control strategy and proposed strategy.

The energy savings during DR event is about 760 kWh (15.3%)
using the proposed control strategy.

It is worth noticing that an obvious rebound phenomenon
can be observed after a DR event when conventional power
limiting strategy is used as shown in Figure 13. It reflects
the operation when the proposed control is released right
after the DR event and the conventional control strategy
is resumed. The cooling demand will be very high and in-
dividual zones will compete for the chilled water again to
push their comfort levels to their set-points. This will lead
to very high power demand and unbalanced chilled water
distribution. To avoid these problems, the proposed power
limiting control strategy is set to continue for a period (e.g.,
1 hour) to guarantee the indoor air temperatures of all zones
reaching their original set-points again after a DR period.

Fig. 12. Water flow rates in bypass line profiles in DR tests using
conventional control strategy and proposed strategy.

Fig. 13. Power consumptions of chillers and chilled water pumps
in DR tests using conventional control strategy and proposed
strategy.

Besides, the number of chillers (i.e., four) to be activated is the
same as that right before the DR event, instead of all chillers.
That will also significantly reduce the level of power rebound
about 2100 kW and effectively avoid the indoor air tempera-
tures of each zone decreasing much lower than their original
set-points after DR event. Indoor air temperature of each
zone, therefore, will reach their original set-point much more
quickly than that using conventional control strategy after DR
period.

Conclusions

A novel fast DR and power limiting control strategy is de-
veloped which achieves quick power reduction by properly
shutting down some of the chillers. A water flow distrib-
utor based on an adaptive utility function is developed to
properly distribute the chilled water among different zones
to maintain uniform thermal comfort sacrifices during a DR
event.

Test results show that the proposed control strategy can
achieve fast power reduction when receiving the DR request.
Simultaneously, the proposed control strategy can effectively
solve the disordered water distribution problem and achieve
the uniform changing profiles of the thermal comfort among
different zones under the limited cooling supply. The deficit
flow problem also can be avoided. Compared with the conven-
tional control strategy, the power demand is further reduced
by about 380 kW (11.2%) during DR event mainly due to
the power reduction of the secondary pumps and the energy
savings is about 760 kWh (15.3%) using the proposed con-
trol strategy. Furthermore, the use of the proposed strategy
reduced the level of the power rebound significantly after the
DR event.

Nomenclature

U = utility value
M = flow
T = temperature
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Subscripts

sp = set-point
tot = total
w = water
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